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Figure 1: Cross-reality collaboration within Spatialstrates. Both sides show the same space with molecule structures,

sticky notes, and DashSpace immersive analytics elements. Left: The 3D space in the immersive AR view from the perspective

of Bob. A blue cursor avatar line on the red sticky note indicates the cursor position of the Alice in 2D. Right: The same space in

2D on a desktop computer from the perspective of Alice. Elements’ positions are projected onto a 2D plane and have a distinct

representation. Black avatars indicate the projected position of Bob’s headset and two controllers.

ABSTRACT

Consumer-level XR hardware now enables immersive spatial com-
puting, yet most knowledge work remains confined to traditional
2D desktop environments. These worlds exist in isolation: writing
emails or editing presentations favors desktop interfaces, while
viewing 3D simulations or architectural models benefits from im-
mersive environments. We address this fragmentation by com-
bining spatial hypermedia, shareable dynamic media, and cross-
reality computing to provide (1) composability of heterogeneous
content and of nested information spaces through spatial transclu-
sion, (2) pervasive cooperation across heterogeneous devices and
platforms, and (3) congruent spatial representations despite under-
lying environmental differences. Our implementation, the Spatial-
strates platform, embodies these principles using standard web
technologies to bridge 2D desktop and 3D immersive environments.
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Through four scenarios—collaborative brainstorming, architectural
design, molecular science visualization, and immersive analytics—
we demonstrate how Spatialstrates enables collaboration between
desktop 2D and immersive 3D contexts, allowing users to select
the most appropriate interface for each task while maintaining
collaborative capabilities.
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1 INTRODUCTION

It is the best of times: consumer-level XR (Extended Reality) hard-
ware is now within easy reach of even casual users, and spatial
computing’s potential for supporting both games and entertain-
ment as well as office productivity and data analytics is unparalleled
in history. However, it is also the worst of times: the 2D desktop
environments where we conduct most of our knowledge work are
hopelessly fragmented from the 3D game environments—such as
Unity and Unreal—that provide the best up-to-date support for
such novel XR hardware [8]. There are clear situations in everyday
computing that favor one platform or the other: writing an email or
editing a presentation is still better suited for the standard desktop,
whereas viewing the results from a turbulence simulation or under-
standing a building’s relationship to the sun is easier in immersive
3D. Common between them is also a growing need for synchronous
collaboration, fundamental to all its applications. To recall these
two platforms to life, we must not only reconcile both platforms
into a common medium that can compound their strengths and
complement their weaknesses, but also seamlessly connect desktop
2D with immersive 3D in asymmetric and real-time collaboration.

In this paper, we address this challenge by combining three
themes: spatial hypermedia [17, 36], where information objects and
spaces can be composed in spatial interlinked arrangements; share-
able dynamic media [28], where cooperation support is pervasive;
and cross-reality computing [1, 13], where work is spatially congru-
ent across conventional and immersive spaces. These yield three
core properties of next-generation spatial computing systems:

« Composability of heterogeneous interactive content in
spaces that can be interlinked and transcluded;

© Cooperability of users across heterogeneous devices and
platforms, across 2D and 3D interfaces, and across conven-
tional and immersive interfaces; and

+ Congruency of spatial representations across 2D and 3D en-
vironments, including content manipulation, gestures, avatar
positioning, and WYSIWIS [51] transclusion.

To demonstrate and validate these properties, we present Spa-
tialstrates, an XR platform built using standard web technologies
to address the challenges of cross-reality computing through collab-
oration between 2D desktop and immersive 3D. It serves both as a
rapid prototyping tool and a generative environment for exploring
spatial hypermedia. We evaluate Spatialstrates as a modern spatial
hypermedia platform through demonstration [31] and discuss it in
terms of Olsen’s system evaluation criteria [40]. We showcase its
capabilities through four concrete scenarios: (1) an architecture and
lighting application showcasing immersive 3D collaboration; (2) a
molecular biology application supporting collaborative viewing
of Protein Databank (PDB) 3D models; (3) an immersive analytics
scenario for multidimensional data using the DashSpace system [4]
in both 2D and 3D; and (4) a 2D desktop-based brainstorming envi-
ronment involving UX and usability evaluation data.

The contributions of this paper are as follows:

• A revitalization of spatial hypermedia principles as means
for bridging immersive 3D and conventional 2D interfaces;

• The Spatialstrates platform for developing collaborative spa-
tial hypermedia in XR; and

• Four practical usage scenarios of spatial hypermedia, includ-
ing for Miro-style XR brainstorming, architectural collabo-
ration, molecular science, and immersive analytics.

2 RELATEDWORK

We review prior work on cross-reality computing, aiming to ad-
dress challenges of spatial composability (« ) of content, cooper-
ability (© ) in XR, and communication congruency (+ ).

2.1 XR Needs a Platform for Flexible Spatial

Composability (« ) of Content

With prior cross-reality work focusing on individual techniques and
transitions, little attention has been given to underlying composi-
tional mechanisms for creating and sharing content spatially across
2D and 3D workspaces. We propose to rethink content composition
and organization by drawing upon key principles of hypermedia:
cross-platform support, spatiality, and transclusion.

Cross-Platform Support. The advent of smartphones, broadband
connectivity, and advances in display technology have brought XR
applications out of research labs and into consumer hands [2]. This
shift has been supported by efforts to bring standards-based XR into
common Web browsers [9, 33, 34]. For XR to become ubiquitous, it
must work out-of-the-box. However, prior efforts often required
installing dedicated browser prototypes. Apple’s visionOS allows
placement of 2D and 3D content in AR, however, this content is
only accessible within the HMD and cannot be viewed on other
devices or in 2D. The Web offers promise as a de facto platform-
independent ecosystem for building and sharing persistent, collabo-
rative XR experiences [44, 45]. With increasing support for WebXR
across modern HMDs [8] through standards like the WebXR Device
API [55] or A-Frame, the time is ripe for building a hypermedia
foundation for cross-reality computing, bringing the cross-platform
support of Web technologies to spatial computing.

Spatiality. A body of prior work has proposed spatial forms of
hypermedia, e.g., to support latent content composition for informa-
tion triage (Spatial Hypertext [36]), provide meaningful metaphors
for organizing mixed physical and digital objects [17, 18], or to
compose virtual 3D environments (HyperReal [46]).

The Topos system [18] introduced a foundational approach to
integrating hypermedia with spatial information. By combining
metaphorical (workspace-based organization) with literal (geo-
spatial representations) spaces, Topos demonstrated how infor-
mation could remain meaningful across different spatial contexts.
However, Topos did not provide means for live synchronous col-
laboration between 2D and 3D workspaces, a capability that is
essential for modern cross-reality computing environments.

Transclusion. Transclusion is a fundamental hypermedia prin-
ciple that refers to including part or all of a document in another
by reference [39]. On the Web, document-based transclusion can
be achieved with the iframe element. Webstrates [28] has used
transclusion as a mechanism for software composition, creating
document-application relationships, and realizing non-web native
hypermedia principles such as bidirectional links [7]. Transclusion
can also be spatial. Topos [18] introduced proxy-based workspace
composition, enabling the transclusion of spatial elements between
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interconnected workspaces. This allowed hypermedia elements to
be embedded, referenced, and synchronized without duplication,
ensuring consistency across spatial contexts.

Application to XR. Despite being highly relevant for cross-reality
computing, the above hypermedia principles have yet to be applied
to modern Web-based XR. Spatialstrates applies these concepts to
modern cross-reality computing, supporting interoperability across
3D XR and 2D desktop interfaces.

2.2 XR Needs a Platform that Supports

Cooperability (© )

Cross-Reality Collaboration. Systems for cross-reality collabo-
ration exemplify the need for true cooperability between 2D and
3D environments. Butscher et al. [10] showed that immersive en-
vironments enable fluid analysis during collaborative sensemak-
ing of multidimensional data. Taking this further, Lee et al. [32]
explored shared surfaces and spaces for co-located immersive col-
laboration, finding that spatial awareness mechanisms were key
for coordinated work across shared virtual environments. Saffo
et al. [47] established principles for effective coordination during
VR and desktop collaboration to support mutual understanding
across platforms. Fröhler et al. [13] formalize this emerging area as
cross-virtuality analytics (XVA), defining it as a field that enables vi-
sual analytics through transitional and collaborative interfaces that
seamlessly integrate different devices across the reality-virtuality
continuum. ShareVR [20] enables shared co-located immersive ex-
periences with interactions between HMD and non-HMD users.
Loki [52] explores a variety of guidance tasks through bidirectional
cross-reality communication cues.

Kumaravel and Hartmann’s conceptual framework [53] articu-
lates the experiences with the above systems as cross-dimensional
collaboration. Although these prior systems provide extensive sup-
port for cross-dimensional collaboration, they all require installing
dedicated native applications, which limits the possibilities for ad
hoc sharing and cooperability.

Shareable Dynamic Media and Webstrates. The Webstrates [28]
platform and its Codestrates authoring environment [5] are built to
lower the threshold of ad hoc sharing and cooperability. They exem-
plify the paradigm of shareable dynamic media, which dissolves the
traditional boundaries between applications and documents, devel-
oper and user, and where collaboration support is the norm rather
than the exception. This approach is underpinned by three core
principles: shareability—software is inherently collaborative—, dis-
tributability—software is accessible across heterogeneous devices
and platforms—, and malleability—software is amendable, allowing
users to tailor it to their needs. Webstrates demonstrates these prin-
ciples through conventional web technology with software running
in an unmodified Web browser. It enables asymmetric collaboration
where users can collaborate in real-time on the same content with
different tools. By removing the technical boundary between editing
content and code, Webstrates enables software to be tailored—and
even reprogrammed—while in use (as, e.g., demonstrated in Mir-
rorverse [19]). Most related to our paper is the work of Borowski
et al. [4], who bring the above principles to XR with DashSpace, a
web-based XR platform for ubiquitous analytics built onWebstrates

using WebXR, supporting 3D collaboration for desktop interfaces,
VR, and AR.

Creating a Generalized Platform. With Spatialstrates, we build
on the work from Borowski et al. [4], but expand their approach
into a more general-purpose Web-based XR platform supporting
collaboration between 2D and 3D interfaces, while enabling the
combination of multiple spaces through spatial transclusion.

2.3 XR Needs a Platform that Provides

Congruency (+ ) Despite Heterogeneity

When collaborating in XR, users benefit from seamless interaction
with congruent communication cues. The challenge is to overcome
different types of heterogeneity–i.e. disparities between the users’
respective workspaces.We distinguish between two types identified
in prior work; physical space and device heterogeneity.

Heterogeneity Across Distributed Physical Spaces. When distributed
users collaborate in XR, heterogeneity across disjoint physical
spaces creates challenges for rendering congruent non-verbal com-
munication cues, such as mutual gaze or consistent pointing ges-
tures [58]. Such non-verbal communication support is often referred
to as providing cues for workspace awareness [21, 22], with a consis-
tent reference space [11] to enable effective deixis through pointing
gestures [14]. Recent work proposes more flexible shared space
models that accommodate disjoint collaborative environments (e.g.
Partially Blended Realities [15] and Re-locations [12]), while main-
taining congruent cues within the vicinity of the active workspace
area. Most recently, systems have started to provide mechanisms for
users to create more tailored spaces for congruent collaboration, e.g.
MRTransformer [56], Blended Whiteboard [16], or SurfShare [24].
For an extensive review of how such XR techniques can establish
spatial congruency, refer to [58].

Heterogeneity Across Multiple Devices. Another form of hetero-
geneity occurs when users collaborate across workspaces with
different dimensionalities, such as 2D desktop devices and 3D im-
mersive environments [1, 13]. Such cross-platform collaboration
offers unique advantages, as devices can mutually scaffold each
other’s weaknesses [23]. Systems like ReLive [25] and Wang et
al.’s particle visualization [57] demonstrate how 2D analytical (ex-
situ) views complement 3D immersive (in-situ) perspectives. In
VRxD, Saffo et al. [47] propose “the eyes and shoes” principle for
facilitating coordination through increasing degrees of common
ground across 2D and 3D viewing conditions. Reski et al. [43] eval-
uated synchronous collaboration between desktop and VR users
with asymmetric visualization design, providing visual cues such
as highlighting shared data and communicating VR user location
to desktop collaborators. Their findings indicated high levels of
group awareness despite platform differences. Similarly, Tong et al.
[54] demonstrated how well-designed asymmetric visualization
views improve task productivity and reduce mental demand across
desktop and VR environments.

A Spatial Composition Model. While some research explores how
collaborators may transition between environments [1, 26, 37, 49],
the provision of consistent real-time communication cues across 2D
and 3D remains underexplored. With Spatialstrates, we propose a
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spatial composition model that flexibly addresses incongruencies
across virtual and physical information spaces in both 2D and 3D.
Besides composition, we demonstrate initial avatar communication
cues across 2D and 3D.

3 SPATIALSTRATES (« © + )

We present Spatialstrates, a proof-of-concept XR platform that
implements the three properties needed for realizing effective spa-
tial hypermedia; composability, cooperability and congruency.

In Spatialstrates, diverse content—including notes, images, 3D
models as well as interactive data visualizations—is composed of
spaces (« ) that can be represented either in 2D as a conventional
infinite canvas (similar to, e.g., Miro [38]) or as a 3D scene. Spaces
are referenced through hyperlinks, and spaces can be transcluded
into one-another allowing for content to be shared between spaces
and for users to navigate between spaces. Through Spatialstrates,
multiple users can cooperate in real-time (© ) across 2D and 3D as
well as between immersive and desktop representations of space.
Congruency between 2D and 3D (+ ) is realized through a com-
puted projection plane mediating movement of objects, pointing,
and placement of user avatars. Congruency between different phys-
ical spaces is supported through a WYSIWIS approach to spatial
transclusion, where the bounds of a transcluded space is shared.

Spatialstrates enables awide range of use cases for spatial applica-
tions in desktop 2D, immersive 3D, and across the two. It supports a
variety of collaborative scenarios including synchronous, asynchro-
nous, co-located, and remote collaboration on desktop computers
or immersive HMDs. It provides a flexible platform that can be
extended to accommodate a variety of use cases. Allowing users
to choose the best device (HMD or desktop) for the task at hand,
while preserving the ability to collaborate between both, providing
an environment for exploring spatial hypermedia.

Spatialstrates’ builds on the codebase of the point-design XR
data visualization application DashSpace [4]. Yet, Spatialstrates is
designed and architected as an extensible platform that streamlines
development of XR applications. Additionally, Spatialstrates adds
support for multiple interconnected spaces, spatial transclusion,
and a new 2D canvas view which uses a 2D-3D projection plane for
its mapping. It also adds initial cross-dimensional avatar support
for positioning and pointing.

3.1 Workspaces, Spaces, and Elements

Spatialstrates is web-based and accessed through the browser. A
Spatialstrates workspace is a webstrate [28] that contains the Spa-
tialstrates implementation and is accessible through a unique URL.

Within a workspace, users can create spaces. A space is an infinite
continuous space in which elements can be placed. Like switching
tabs in a web browser, users can switch between spaces. Spaces—as
well as the elements within them—are persisted and synchronized
between all users accessing a workspace.

3.1.1 Spaces. A space is a continuous 3D space with a name and
an optional color tag. A workspace can have an arbitrary number of
spaces, which can be managed using the space manager, and a user
can be at most in one space at a time and switch spaces using the
space manager or space tabs (Figure 2). The active space is stored in

the hash property of the URL.1 A space also stores a projection plane
to project it to a 2D space (see Section 3.3), and a slice boundary for
use in containers (see Section 3.4).

Spaces can be viewed either in 3D or 2D and users can toggle
between them using a button in the interface. The 3D space is navi-
gated through “WASD” keys and the mouse on desktop computers,
through handheld AR on phones and tablets, and through immer-
sive AR/VR with motion controllers or hand tracking in HMDs.
In AR, a space can be anchored in a room by moving a triangular
calibration marker (same as in DashSpace [4]) to physical location.2

3.1.2 Elements. An element is an arbitrary (interactive) object in a
space. They can range from simple sticky notes or images, to 3D
models or light sources, to more complex interactive objects like the
bookshelf from DashSpace [4]. What all elements have in common,
is that they are located at most in a single space at any time, and
that they have 3D position and rotation within that space. Each
type of elements, e.g., a sticky note element, has a distinct repre-
sentation for each the 3D and 2D views. These representations can
be similar, or homogeneous, or heterogeneous and offer different
visual representations and features depending on the view. It is also
possible to have only a representation in one of the views.

Elements are usually created using the menu or can be created
by other elements, for instance, the DashSpace bookshelf. Existing
elements can be deleted using a menu or the trashcan element.
Elements can also be cloned using the menu.

In our current implementation, we support the following element
types: sticky notes, images, trashcan, screen-sharing streams, 3D
models, flashlights, PDB molecules, and DashSpace’s bookshelf,
pieces, and groups.

3.2 Managers and Menus

The space manager is a dialog box, which lists all available spaces
of a workspace. Users can use it to switch between spaces, create
new or delete existing spaces, and to rename and color tag spaces.
The user manager, similarly, is a dialog that allows users to create,
select, or delete a user when using Spatialstrates.

An extensible menu is located at the bottom of the interface of
desktop computers and mobile devices, and a controller menu is
attached to the left controller or hand in immersive AR/VR. The
menus can be extended using an API, e.g., to create new types of
file uploaders or buttons to instantiate custom elements.

Spatialstrates also inherits general communication features from
DashSpace, like audio and video streams as well as screen sharing.

3.3 Creating Congruent ( + ) Information

Spaces Through Projection Planes

Element positions in Spatialstrates are stored as 3D coordinates. To
position elements in a 2D environment, one could simply omit one
of the coordinates, creating, for instance, a top-down view (omitting
the y-axis) or a frontal view (omitting the x- or z-axis). However,

1Example: www.server.com/workspaceId/#spaceId
2This is required due to the current lack of persisted anchors or marker tracking in
the WebXR Device API spec.
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User Display

Menus

View Toggle

Space Tabs

Figure 2: Spatialstrates desktop 3D interface. The view toggle switches between 2D and 3D. The space manager and user

manager dialog boxes enable organizing spaces and users. The space tabs provide a quick way of switching and creating new

spaces. The bottom menus can be dynamically extended and can be displayed on the controller menu in immersive AR/VR.

The 3D space shows 3D models and flashlights in the left container; sticky notes and an image in the right container, and more

sticky notes and a trashcan element outside the containers. The left container is selected and its menu is visible underneath it.

depending on the location of elements, such a naive approach dis-
regards elements’ positions and can cause significant levels of over-
lapping elements in 2D; e.g., when elements are arranged vertically
in 3D, they are overlapped in a top-down projection.

Instead, we are employing a tailorable projection plane (Figure 3)
to project from 3D to 2D. The projection plane can be either au-
tomatically optimized using PCA (principal component analysis)
or manually adjusted to the users preference. Elements are then
projected to 2D by computing the 2D coordinates of the intersection
point of an vector, which is orthogonal to the projection plane and
starts in the 3D position of the element, with the projection plane.

3.4 Enabling Composition (« ) Through

Transclusion of Space with Containers

Inspired by the iframe elements on the web, containers in Spatial-
strates enable the transclusion of space slices. A container is a special
type of an element, i.e., it is located in and has a position in a space.
A container is represented as a box in 3D and a rectangle in 2D. It
behaves similar to an iframe embedding a website into another: a
container embeds a slice of a (source) space into the current (target)
space (Figure 5). However, unlike an iframe that embeds a whole
document, containers only embeds a slice of a space. The position
and size of a slice, the slice boundary, is stored and shared within the
source space and shared across all containers that embed the same
source space. This means that the size of all containers transcluding
the same source space and its contained elements are the same.

The size of the boundary of a space a user is in can be modified
by activating the boundary preview and resizing the box. Similarly,
if a space is embedded in a container, the container can also be
resized, which forwards the new size to the boundary of the source
space and all other containers embedding the same source space.

On the one hand, this allows for the flexible composition of ele-
ments and spaces, e.g., by arranging them in hierarchical structures.
On the other hand, containers are designed to act as shared spaces
and to support ad-hoc collaboration. For instance, consider the
case of Alice and Bob (Figure 6), each having their personal spaces
(“Alice’ Space” and “Bob’s Space”) with project related or personal
documents in a Spatialstrates workspace. To collaborate on one
project, they can create a third space (“Project Space”), which they
both transclude into a container in their respective personal spaces.
While staying in their personal spaces, they can shared elements in
the container, creating a shared space between the two. As the size
of the containers (and embedded slice) is always the same, it creates
a shared WYSIWIS [51] (What You See Is What I See) reference.

2D3D

Figure 3: The Projection Plane. The projection plane is

hidden by default but can be previewed in the 3D view using

the menu. The box in the middle of the plane in 3D allows

to drag and move the projection plane manually.
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3.5 Facilitating Distributability Through

WebXR and Shareability with

Cross-Dimensional Avatars (© )

By building on the Webstrates platform and the web, workspaces
in Spatialstrates can be shared using a URL, and by appending
the hash to the URL even specific spaces can be shared via a URL.
Spatialstrates, further, relies on the openWebXR standard (for more
details see Section 5), which enables cross-platform support across
desktop computers, mobile devices, and immersive HMDs without
the need to install an additional application.

Spatialstrates facilitates basic real-time collaboration awareness
using a variety of avatars—including cross-dimensional avatars
from 3D to 2D and vice versa (Figure 1). From 3D to 3D, camera,
controller, and hand avatars indicate the location and orientation
of other users—these are also projected to 2D in the case of 3D to
2D. Given the tailorable projection plane, we decided against using
field-of-view avatars in 2D, as their orientation could be confusing
when perpendicular to the plane. From 2D to 2D, cursor avatars
indicate the position of mouse cursors of other users. From 2D to
3D, the same cursor avatars are indicated as a line orthogonal to
the projection plane, as there is no single cursor position available
in this direction. Similar to DashSpace, avatars can also add a video
feed when a desktop computer or mobile device is used, and provide
audio communication through WebRTC.

Avatars of other users are generally only visible if they are in the
same space as oneself. An exception is being in 3D space in close
proximity to a container. Containers can be toggled to be collabora-
tive, which forwards avatars to other spaces, in which a container
embeds the same source space. Continuing the above example of
Alice and Bob, this would enable them to see each others avatar
and use ad-hoc audio communication when in proximity of the con-
tainer with the shared project space. Similar to Re-locations [12] and
MRTransformer [56], this enables users to create distinct zones for
collaboration in their spaces, and place them according to their own
physical space—overcoming heterogeneous physical spaces [58].

4 USAGE SCENARIOS

We demonstrate Spatialstrates’ capabilities for bridging immersive
3D and desktop 2D environments through four usage scenarios
(Table 1). Each scenario addresses some key challenges of creating a
cross-reality platform for immersive 3D and desktop 2D: (1) Elevat-
ing legacy 2D applications to cross-reality and supporting ad-hoc
sharing and persistence; (2) allowing for flexible ad-hoc collabo-
ration in heterogeneous physical spaces; (3) using heterogeneous
element representations in 3D and 2D to use the strengths of each

3D Projection 2D

X
Y

Z X
YX

Y
Z

Figure 4: Projection from 3D to 2D. Elements in 3D space

are projected into the projection plane using a vector that is

orthogonal to the projection plane.

BobAlice

Figure 5: Containers transclude slices of another

space. They are represented as wire frame boxes in 3D space.

Alice

Container Slice Boundary Elements

Project Bob

Figure 6: Transclusion of space. On the left, Alice’ space

with her personal elements (blue). On the right, Bob’s space

with his personal elements (green). Each of them has a con-

tainer that transcludes the project space. In the middle, the

project space with its elements (red) shows the boundary of

the slice of space that is transcluded—it has the same size as

the containers that transclude it. By default, elements out-

side the boundary are not transcluded (faded red elements).

information space; and (4) enabling unified interaction across im-
mersive 3D and desktop 2D, and enabling collaboration across them.

4.1 Elevating 2D Sticky Note Brainstorming to

Immersive 3D

Conventional desktop or web apps are usually distinct form im-
mersive counterparts: A Miro board can only be viewed as a 2D
website in immersive HMDs. Similarly, immersive apps are rarely
accessible from a desktop computer. We demonstrate how Spatial-
strates enables to combine both within the same platform, easily
transitioning between the two.

4.1.1 Individual Brainstorming with Sticky Notes in 2D. Alex and
James work at a healthcare company. They analyze patient feedback
from their company’s existing systems. They meet in Alex’ office
to analyze the feedback and brainstorm ideas using a Spatialstrates
2D canvas. Alex creates a new workspace and sends the link to
James, who joins from his own laptop. Within the canvas, they can
create sticky notes and add images. They start creating clusters of
notes, using colors to categorize them (Figure 7A), and then both
add some notes on possible solutions.
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Scenario Space Collaboration Dimension Collaboration Location Transitions
3D 2D 3D↔ 3D 3D ↔ 2D 2D ↔ 2D Co-located Remote 3D→ 2D 2D → 3D

(1) Brainstorming ✓ ✓ ✓ – ✓ ✓ – – ✓

(2) Architecture Design ✓ – ✓ – – – ✓ – –
(3) Molecular Science ✓ ✓ ✓ ✓ – ✓ – ✓ ✓

(4) Immersive Analytics ✓ ✓ ✓ ✓ – ✓ – ✓ ✓

Table 1: Scenario overview.We validate Spatialstrates using four disparate scenarios that illustrate different aspects of the

tool, including visual dimensionality, collaboration, location, and transitions.

4.1.2 Joint Discussion in Immersive Space. After adding some notes,
they decide to discuss their results around the physical whiteboard.
They open the space on their AR headsets and start an immersive
session, moving the scene to align with the physical whiteboard. In
AR, their notes and images are arranged in the same way they left
them on their laptops, allowing them to seamlessly continue their
brainstorming session. Using AR, they can present their notes to
each other and decide on a plan to address the feedback (Figure 7B).

4.2 Ad-hoc Remote Collaboration Around

Shared Containers in Architecture Design

Collaborative XR applications, e.g., created in Unity, commonly
require being installed on devices or have to be compiled to work
across multiple platforms. We demonstrate how Spatialstrates facil-
itates ad-hoc collaboration through shared containers, and how 3D
scenes with 3D models can be shared with others.

4.2.1 Preparing an Architecture Composition in Immersive 3D. Mike,
an architecture model designer, creates a new space and imports
multiple architecture models. He opens the 3D scene in a browser
and adds the architectural elements. To arrange them effectively, he
switches to immersive AR, putting on his headset. This allows him
to visualize the composition in the room and make adjustments. To
test how the structures react to different lighting conditions, Mike
adds flashlight elements that cast directional lights on the models.

4.2.2 Remote Collaboration Through Shared Containers. The next
day, he prepares to present his composition to his supervisor, Saman-
tha. To facilitate remote collaboration, Mike creates a shared con-
tainer that both he and Samantha can access in their respective
spaces. He moves the container around the architectural models
and lights, ensuring that Samantha can also see them. Once either
Mike or Samantha approach the shared volume, their avatars ap-
pear in the other user’s scene and audio communication is shared
(Figure 7C–D). Now, they can collaborate remotely around the
shared container, arrangingmodels and lights together. For instance,
Samantha removes one of Mike’s models and adds a model from
her own space to the shared container, believing it complements
the architectural composition well.

4.3 Heterogeneous Element Representations in

Molecular Structure Science

Immersive 3D and desktop 2D environments each have unique
strengths and weaknesses. For instance, typing text on a computer

with a physical keyboard is straightforward, but using a virtual
floating keyboard in immersive space can be challenging. On the
other hand, while viewing 3D models on a 2D computer screen is
feasible, exploring them in immersive and stereoscopic 3D offers
an enhanced level of experience. We demonstrate how elements in
Spatialstrates can be represented in multiple ways across 3D and
2D, making use of the strengths of each platform.

4.3.1 Import and Annotation of Molecule Structures in Desktop
2D. Steve, a molecular scientist specializing in molecule structures,
begins his work by creating a newworkspace and uploading several
structures. The structures appear in the 2D canvas, where Steve can
access a summary of atoms used in the molecule and add a note.
This allows him to add questions he later wants to check on the 3D
model.

4.3.2 Exploring and Clustering Molecules in Immersive 3D. After
importing all structures, Steve wants to explore the variations in
3D. He uses his AR headset to open the same space in 3D and
arranges the molecules in his office. To organize his explorations,
Steve strategically places different regions in his office to cluster
his findings. His notes from earlier are displayed under molecules.

4.3.3 Collaboration Across Immersive 3D and Desktop 2D. Steve’s
colleague, Tom, joins him in his office to work on the molecules,
bringing his own headset. Steve shares the URL to the workplace
with Tom and, after he joins, demonstrates his exploration in im-
mersive AR to him. During their discussion, Tom suggests exploring
a variation of one of the structures, prompting Steve to switch back
to his computer. Tom updates the projection plane to create a top
down view for Steve. Steve creates a new molecule, uploads it to the
workspace, and adds it to the space (Figure 8A). Tom can see the
new molecule show up in her immersive view (Figure 8B) and he
sees how Steve moves it closer to the other variant they wanted to
compare it to. Steve resumes wearing his headset and compares the
molecule with Tom’s variant, facilitating a collaborative analysis.

4.4 Interaction Across Immersive 3D and

Desktop 2D in Immersive Analytics

Most software exists either as regular desktop applications with a
2D interface or as immersive apps, that can be used with a HMD.
As shown in the previous examples, Spatialstrates bridges this gap.
However, another challenge is how to interact with applications that
can be used across 3D and 2D. In this final scenario, we demonstrate
how, using Spatialstrates, users can author data visualizations both
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Individual Brainstorming in 2DA Mike’s View on Shared ContainerCJoint Discussion in Immersive 3DB Samantha’s ViewD

Figure 7: Scenarios. Brainstorming (A–B) and Architecture (C–D). (A) Alex and James collaborating remotely using the 2D

view. (B) Alex and James collaborating in the same office in immersive AR. (C) Remote collaboration using a shared container,

Mike’s view. (D) Samantha’s view; she is fine-tuning a light in the scene in the container.

Steve’s View in 2DA Harry’s View in 2DCTom’s View in Immersive 3DB John’s View in Immersive 3DD

Figure 8: Scenarios.Molecule Structure (A–B) and Immersive Analytics (C–D). (A) Cross-dimensional collaboration, Steve’s view

in 2D. (B) Tom’ view in immersive 3D. The blue plane is the projection plane Tom used to align Steve’s view in 2D. (C) Harry’s

view of a data visualization in 2D during setup. (D) John’s view in Immersive 3D after a collaborative analysis session.

in 3D and 2D3, enabling the same interaction model for visual
programming across 3D and 2D—in contrast to the third scenario,
which uses heterogeneous element representations.

4.4.1 Import Data and Set Up Analysis in Desktop 2D. Harry, a
lecturer in Computer Science, teaches Vega-Lite [48] as part of his
visualization course. He decides to use the data visualization ele-
ments from Spatialstrates to explain the principles of the language
using block-based visual programming. Using his laptop, Harry
loads a dataset into Spatialstrates containing details of books in the
departmental library. Harry adds a bookshelf, trash can, and some
basic example transforms to the scene which he labels with sticky
notes ahead of his tutorial session.

4.4.2 Tutorial on a Large Touchscreen Display. Harry uses a large
touchscreen display to demonstrate the basic principles of Vega-Lite
to students by dragging pieces out of the bookshelf. Harry combines
the library dataset piece with a bar mark piece to create a group.
Harry then pulls field name, field type, and transform pieces from
the bookshelf, setting appropriate properties to each, arranging
them around the visualization using DashSpace’s proximity author-
ing and grouping features. The resulting bar chart summarizes the
contents of the departmental library (Figure 8C).

4.4.3 Situating Data in Immersive 3D. Harry invites two students,
John and Richard, to use Quest 3s to join him in an immersive 3D
view of the analysis. Other students are able to follow along on their
laptops using the link to the Spatialstrates workspace Harry had
shared. John and Richard are instructed to clone a copy of Harry’s
original visualization and move their copy to different sections of
3In 3D, we reuse DashSpace’s elements for authoring visualizations. In 2D, we use
newly created 2D canvas components that recreate DashSpace’s functionality in 2D.

the library. Using the transform piece, John filters his visualization
by genre to show only Computer Science books. Richard filters
books within the Electronic Engineering genre. John and Richard
step back to compare all three charts now present in the library
(Figure 8D) before returning to discussions with the rest of the class
using the 2D touchscreen.

5 TECHNICAL IMPLEMENTATION

Spatialstrates4 builds on the DashSpace [4] codebase, which itself
builds on the Webstrates [28] and Codestrates [5] platforms. Spa-
tialstrates is a client-side application accessible in a web browser,
can be run on any Webstrates server, and does not include any
specialized server code. It is implemented in JavaScript, HTML, CSS
and uses React, React Three Fiber,5 and its WebXR integration.6
The new 2D view is realized with the tldraw7 infinite canvas.

The implementation of the 3D scene, the element architecture,
and the immersive analytics components are reused from Dash-
Space, and we refer to the paper for their implementation [4]. The
new element types, such as 3D models, flashlights, and molecules,
use the GLTFLoader and PDBLoader components as well as other
standard Three.js components like directional lights.

5.1 Projection Plane Optimization Using PCA

Each space stores its own projection plane consisting of a vector
with 12 values—the position, the first and second principal compo-
nent vectors, and the normal to the component vectors. Together,

4https://github.com/Webstrates/Spatialstrates
5https://github.com/pmndrs/react-three-fiber
6https://github.com/pmndrs/xr
7https://github.com/tldraw/tldraw

https://github.com/Webstrates/Spatialstrates
https://github.com/pmndrs/react-three-fiber
https://github.com/pmndrs/xr
https://github.com/tldraw/tldraw
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these are used to create the preview of the projection plane (Fig-
ure 3) and to project elements into 2D.

The projection plane can be updated automatically using PCA.
We are using an open JavaScript implementation of PCA.8 It takes
the positions of all elements in a space and computes the principal
component vectors, as well as the mean of all positions. These
are then used to update the projection plane vector of a space.
Alternatively, the projection plane can be updated manually using
a movable box at the origin of the plane (Figure 3). In the automatic
optimization, we prevent rotation around the z-axis to avoid a
tilted projection plane, because in our testing a tilted plane caused
confusion, as the upward direction in 2D might, e.g., point to the
right in 3D.

5.2 Transclusion of Space Using a Slice

Boundary

Each space stores its slice boundary in a vector with six values—
the position and size (width, height, depth) of the boundary. The
boundary of a space defines the size of a container embedding it
as the source space. A boundary preview can be activated for the
current space, allowing to modify its position or size. Changing the
size of a container, likewise, changes the size of the slice boundary
of its embedded space.

When a space is embedded, Spatialstrates, by default, renders
only the elements that are within the slice boundary in the source
space. However, containers have an option to show all elements,
even ones that are outside the boundary.

5.3 Reprogrammability for XR

We designed Spatialstrates as an extensible platform for explor-
ing spatial hypermedia. By building on the Webstrates [28] and
Codestrates [5] stack, we inherit the ability to use Codestrates’
Cauldron editor, a code editor that can be accessed from within the
web browser by clicking on the “Edit” button in the corner of the
interface (Figure 2).

Spatialstrates supports live code editing directly in the browser. It
is designed to detect and selectively reload only modified elements
while preserving the overall 3D scene. This allows for interactive,
incremental changes without disrupting the spatial context. More
fundamental changes, however, require a full refresh of the Three.js
scene. All changes are propagated to other users in the shared space,
enabling collaborative and remote reprogramming.

For instance, this allows Alice to reprogram the visual appear-
ance of sticky notes on her laptop, while Bob sees the updates
live in AR through a head-mounted display. Application logic can
also be reprogrammed: Alice might modify an element that counts
nearby sticky notes to also display a breakdown by color (see code
in Appendix B).

We also make extensive use of Webstrates Package Manager
(WPM) and the code of Spatialstrates is structured into portable
WPM packages. This makes it possible to pick-and-mix features
and element types per workspace, as well as extend the platform
with new packages (see Appendix for an example package).

8https://github.com/mljs/pca

6 DISCUSSION

We evaluate Spatialstrates using Olsen’s [40] heuristics for evaluat-
ing systems, discuss implications and possible directions for future
work on open platforms and collaboration across 2D and 3D, and
discuss limitations of Spatialstrates.

6.1 Systems-Oriented Evaluation

Through its web-based approach, Spatialstrates leverages power in
common infrastructure [40], a foundational virtue in hypermedia sys-
tems. Interactive data visualizations from DashSpace implemented
with Vega-Lite [48] can coexist with 3D molecular models, and we
can leverage the tldraw framework for creating 2D infinite can-
vases. The composability (« ) in Spatialstrates demonstrates the
power in combination where atomic elements inductively combine
to form spaces that enable work on complex collaborative tasks.

The generality of Spatialstrates is evident through our diverse us-
age scenarios spanning brainstorming, data analytics, architectural
design, and molecular visualization. Each scenario demonstrates
how Spatialstrates adapts to different domains without requiring
domain-specific customization of the core platform.

The cooperability (© ) in Spatialstrates provides a unique
platform for cross-reality computing. It reduces solution viscosity
through three key mechanisms: (1) relying on the web for XR, so
deployment of new solutions is frictionless by loading a URL or
reloading the browser; (2) leveraging the flexibility of the Web-
strates platform for rapidly and collaboratively making changes to
software with tools directly accessible in the running application;
and (3) providing a streamlined API for extending Spatialstrates
with new elements.

While web-based XR technology has limitations in areas such
as space anchoring, it empowers new design participants by low-
ering barriers to entry. Web development skills are remarkably
widespread,9 making Spatialstrates accessible to a broad developer
community. This is rare in XR development [8], which is currently
dominated by 3D game engines.

Spatialstrates offers an expressive match for web developers by
building directly on standard technologies. React, used by 39.5% of
all respondents in the 2024 Stack Overflow Developer Survey [41],
enables developers to fluidly transition between 2D and 3D content
creation using familiar patterns, avoiding representational mis-
match. The transclusion of spaces conceptually blends iframes with
shared folders (as in Dropbox or Google Drive), creating a mental
model that feels familiar to web users and developers alike.

Finally, Spatialstrates addresses a problem not previously solved
by providing a fully web-based cross-reality platform with built-in
mechanisms for enabling congruency (+ ) in cross-dimensional
collaboration spaces. This congruency ensures that spatial con-
tent operations, avatar positions, and pointing gestures translate
meaningfully across 2D and 3D environments .

960% of respondents in Stack Overflow’s 2024 developer survey report experience with
JavaScript compared to 27% with C# (used in Unity) and 23% with C++ (used in Unreal
Engine).

https://github.com/mljs/pca
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6.2 Towards an Open Platform for

Cross-Reality Applications

Most XR applications are bespoke, with features implemented for
the specific scenarios they explore. This fragmentation of XR devel-
opment presents several challenges. XR applications are typically
built as standalone software, requiring exclusive hardware access
and offering minimal interoperability with other applications. More-
over, developers must recreate basic features when building appli-
cations for both desktop and XR environments, duplicating effort
and increasing development costs.

Spatialstrates addresses these challenges by providing a single
development paradigm for 2D and 3D. Developers can reuse ap-
plication logic and create two views for each element type—one
for 2D and one for 3D— reducing development overhead. Such a
web-centered, interoperability-first approach aligns with Butcher
et al. [8], who question whether native game engines are necessary
for all XR applications; this paper aptly demonstrates how many
essential XR features can be realized using open web standards.

This approach stands in stark contrast to the current dominant
paradigm where XR applications are siloed within the ecosystems
of game engines like Unity and Unreal [8]. While these engines offer
powerful capabilities and up-to-date hardware compatibility, they
constrain development to their specific workflows, tools, and li-
censingmodels. Spatialstrates demonstrates that web technologies—
with their lower barriers to entry, platform independence, inter-
operability, and built-in collaboration capabilities—can serve as
a viable alternative for many XR applications, particularly those
focused on knowledge work, collaboration, and data visualization.

Presently, it may be hard to imagine how conventional applica-
tions such as video editors or word processors may benefit from
collaborative continuous 2D or 3D interaction in XR. However, such
tools may evolve in the future to leverage collaborative XR and spa-
tial hypermedia, where spatial and desktop interaction complement
each other. Spatialstrates represents our latest effort in reimagin-
ing software as substrates.10 Rather than conventional applications,
substrates are malleable, can be recombined, and evolve over time.
With Videostrates [30], we have shown how video editing can be
rethought as substrates-based software. We aim to explore Spatial-
strates as a substrate for collaborative cross-reality video editing
and other domains of desktop computing in the future.

6.3 Sharing Alike Across 2D and 3D

The avatars in Spatialstrates represent an initial step toward group
awareness [21, 22] features across 2D and 3D environments. While
effective in many scenarios, these awareness mechanisms still face
limitations in certain situations. For example, the representation of
a 2D cursor in 3D space provides limited positional information, and
the projection of a 3D avatar to 2D can sometimes be ambiguous.
Morework is needed to develop richer awareness cues thatmaintain
their semantic meaning when translated between dimensions.

The transclusion of space raises important privacy considera-
tions. Our architecture scenario demonstrated how Samantha was
10Klokmose et al. [28] define substrates as: “software artifacts that embody content,
computation and interaction, effectively blurring the distinction between documents
and applications. Substrates can evolve over time and shift roles, acting as what are
traditionally considered documents in one context and applications in another, or a mix
of the two.” For a recent discussion and conceptual model of substrates, see [35].

able to remove one of Mike’s models that he had included in their
collaborative space. When moving or resizing a slice boundary,
users may inadvertently reveal objects they had intentionally placed
outside the shared area. This highlights how component access and
permissions in Spatialstrates currently focus more on information
hiding and encapsulation rather than privacy and security.

Future work should explore more sophisticated access control
and permission models for spatial hypermedia. Kim et al. [27] stud-
ied this in depth, proposing territory-based permission models for
collaborative 2D tabletop environments that could be adapted for
cross-dimensional spaces. Rajaram et al. [42] elicit access-controlled
sharing techniques for multi-user AR through scenario-based threat
modeling. Such models and techniques could provide more nuanced
control over shared content while maintaining the flexibility and
fluidity that characterize effective collaboration.

Moreover, an important future direction is to explore alternative
designs around congruency. While we focused on how to make
user actions appear spatially congruent to collaborative partners,
there can also be productivity benefits to the intentional design
of asymmetry. For instance, currently, the relative positions and
orientations of objects are consistent across both 2D and 3Dwith no
possibility of divergence based on, e.g., user task, role or preferences.
By weakening the requirement of objectivity, we can allow the
subjective views of users to intentionally diverge [50]. For instance,
avatar size disparities can provide awareness of different space
zoom levels [16] or, in cross-reality scenarios, designers can exploit
that 2D users can manipulate some content types more efficiently
than XR users, and vice versa.

6.4 Limitations and Future Work

As a research prototype platform, Spatialstrates lacks various qual-
ity of life features found in established desktop and XR applications.
E.g., the controller menu could be improved by using more ad-
vanced layouts for the buttons or even 3D icons. We also did not
implement support for plane detection yet, which might help ar-
ranging elements on walls and surfaces like desks. Similarly, our
implementation of avatars relies on 3D models of a Quest 3 head-
set and generic hand models, which could be improved by using
full-body avatars, such as those available in the Meta Avatars SDK.

By virtue of being an interpreted environment running in a
browser, WebXR applications such as Spatialstrates face perfor-
mance limitations compared to native game engines. We observed
occasional frame rate drops in complex scenes, particularly when
multiple users interact with numerous elements simultaneously.
While modern browsers continue to optimize JavaScript execu-
tion and WebGL rendering, this performance gap likely remains a
constraint for computationally intensive applications. Future work
could explore hybrid approaches that leverage WebAssembly for
critical components while maintaining the accessibility and inter-
operability benefits of web technologies. We also believe that as
WebXR adoption increases, so will its performance.

Spatialstrates only implements flat projection planes. Research
has shown that users naturally arrange elements in cylindrical
layouts around themselves [3], causing inevitable overlap when
projected onto a flat plane. Curved projection planes could address
this issue but introduce new challenges, such as handling edge cases
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where curves meet in full cylindrical arrangements. Our current
PCA-based optimization algorithm considers only element posi-
tions when updating the projection plane. Future versions should
account for element size and rotation while supporting curved
projection geometries.

While Spatialstrates supports some code modifications at run-
time, it lacks a fully consistent live reprogramming experience.
Some changes require browser reloads, disrupting development
workflow. Varv [6] offers a promising solution through its live and
declarative programming model, as demonstrated in the Mirror-
verse [19] video conferencing platform. Extending Varv to work
with XR technologies such as React Three Fiber would enhance
Spatialstrates’ reprogrammability liveness. Though we consider
this integration beyond our current scope, it remains a compelling
direction for future work.

Finally, Spatialstrates’ current implementation has architectural
limitations to its spatial transclusion functionality. All spaces are
embedded within a single webstrate, simulating rather than truly
implementing independent spatial components. This approach pre-
vents proper per-space access control, as Webstrates only supports
access control at the document level. Advancing Spatialstrates to-
ward a production-ready platform would require restructuring the
architecture so each space is its ownwebstrate. Furthermore, migrat-
ing to MyWebstrates [29], a decentralized version of the Webstrates
platform, would enhance architectural flexibility and enable more
robust permission models for collaborative spatial computing.

7 CONCLUSION

We have presented Spatialstrates, an implementation of spatial hy-
permedia reimagined using current consumer-level XR hardware
and modern open web technologies. Spatialstrates demonstrates
how spatial hypermedia principles can unite the divided worlds
of 2D desktop and 3D immersive environments through compos-
ability (« ) of heterogeneous content, cooperability (© ) across
devices and dimensions, and congruency (+ ) of spatial represen-
tations. Our four scenarios—brainstorming, architectural design,
molecular science, and immersive analytics—validate these proper-
ties in practical contexts that bridge information spaces. By building
on standards and open platforms, Spatialstrates offers an environ-
ment for exploring spatial hypermedia across 2D desktop and im-
mersive 3D. As XR hardware becomes increasingly mainstream, the
path forward for spatial computing is not merely an incremental
improvement but a fundamental transformation that will advance
our field far beyond what has come before and leading toward a far
better blended and extended computing experience than we have
previously known.
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A ADDING ELEMENTS TO SPATIALSTRATES

This code example demonstrates the code required to create a cus-
tom MyElement element type, which renders a red box in 3D and a
red rectangle in 2D. The Varv concept defines the new element type
and inherits the properties of a generic element—called a “Movable.”
We then provide a 3D representation using the <Movable> tag from
Spatialstrates, and a 2D representation by providing a custom shape
type for tldraw.

1 {

2 "concepts ": {

3 "MyElement ": {

4 "extensions ": {

5 "inject ": [ "Movable" ]

6 }

7 }

8 }

9 }

Listing 1: The Varv concept definition of the example

element.

1 import React from 'react ';

2 const { useMemo } = React;

3 import { Varv , useProperty } from '#VarvReact ';

4 import { Movable } from '#Movable .default ';

5

6 function MyElement3D () {

7 const handle = useMemo (() => (

8 <mesh >

9 <boxGeometry args ={[0.3 , 0.3, 0.3]} />

10 <meshStandardMaterial color="red" />

11 </mesh >

12 ), []);

13

14 return <Movable handle ={ handle} upright ={false} />;

15 }

16

17 export function Main() {

18 const [conceptType] = useProperty('concept ::name ');

19 return conceptType === 'MyElement ' ? <MyElement3D /> :

null;

20 }

Listing 2: The 3D representation of the example element.

1 import React from 'react ';

2 import { HTMLContainer , } from 'tldraw ';

3 import { CANVAS_SCALE } from '#Spatialstrates .canvas -

utils ';

4 import { MovableShapeUtil , MovableVarvScope } from '#

Movable .movable -shape ';

5

6 function MyElementShape ({ shape }) {

7 return <HTMLContainer className ="clemens -shape" style =

{{

8 transform: 'translate (-50%, -50%) ',

9 width: shape.props.w + 'px',

10 height: shape.props.h + 'px ',

11 backgroundColor: 'red '

12 }}>

13 <div >My Element </div >

14 </HTMLContainer >;

15 }

16

17 class MyElementShapeUtil extends MovableShapeUtil {

18 static type = 'MyElement ';

19
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20 getDefaultProps () {

21 return Object.assign(super.getDefaultProps (), {

22 w: CANVAS_SCALE * 0.3,

23 h: CANVAS_SCALE * 0.3

24 });

25 }

26

27 component(shape) {

28 return <MovableVarvScope shape={ shape }>

29 <MyElementShape shape={ shape } />

30 </MovableVarvScope >;

31 }

32 }

33

34 export const Main = MyElementShapeUtil;

Listing 3: The 2D representation of the example element.

B REPROGRAMMING LOGIC

This code implements the StickyNoteCounter element type
(Figure 9) that counts the number of notes in its proximity (as de-
scribed in Section 5.3. Lines 24, 25, and 36–45 were added/modified
to add the additional functionality of counting sticky notes for each
color.

1 const frameGeometry = new RoundedBoxGeometry (0.3, 0.3,

0.005, 1);

2 const frameMaterial = new MeshStandardMaterial ({ color: '

hsl(49, 0%, 60%) ', metalness: 0.2, roughness: 0.5 })

;

3

4 const MAX_DISTANCE = 0.5;

5

6 function StickyNoteCounter () {

7 const [text , setText] = useState('');

8 const [position] = useProperty('position ');

9 const [space] = useProperty('space ');

10

11 useEffect (() => {

12 if (!space || !position) return;

13

14 const runAsnyc = async () => {

15 const stickyNoteUUIDs = await VarvEngine.

lookupInstances (['StickyNote '], FilterAction.

constructFilter ({

16 property: 'space ',

Figure 9: Sticky Note Counter. The logic of elements can

be reprogrammed live. The left side shows a basic version

with the count of close by notes, and the right side shows an

extended version that also counts the notes by color.

17 equals: space

18 }));

19

20 const stickyNoteConcept = await VarvEngine.

getConceptFromType('StickyNote ');

21 const stickyNotes = [];

22 for (const uuid of stickyNoteUUIDs) {

23 const position = await stickyNoteConcept.

getPropertyValue(uuid , 'position ');

24 const color = await stickyNoteConcept.

getPropertyValue(uuid , 'color ');

25 stickyNotes.push({ uuid , position , color });

26 }

27

28 const stickyNotesInRange = stickyNotes.filter(note

=> {

29 const notePosition = new Vector3 (... note.position

);

30 const currentPosition = new Vector3 (... position);

31 return notePosition.distanceTo(currentPosition)

<= MAX_DISTANCE;

32 });

33

34 let result = `There are ${stickyNotesInRange.length

} sticky notes nearby.`;
35

36 const colorCounts = stickyNotesInRange.reduce ((acc ,

note) => {

37 acc[note.color] = (acc[note.color] || 0) + 1;

38 return acc;

39 }, {});

40

41 if (Object.keys(colorCounts).length > 0) {

42 result += '\n\nColors:' + Object.entries(

colorCounts).map(([color , count]) => {

43 return `\n${color}: ${count}`;
44 }).join('');

45 }

46

47 setText(result);

48 };

49

50 runAsnyc ();

51 }, [position , space]);

52

53 const handle = useMemo (() => <mesh

54 geometry ={ frameGeometry }

55 material = { frameMaterial }

56 position = { [0, 0.025, 0]}

57 />, []);

58

59 return <Movable handle ={ handle } upright = { false} >

60 <Text position ={ [0, 0.025, 0.003] }

61 maxWidth = { 0.27}

62 textAlign = 'center '

63 anchorX = 'center '

64 anchorY = 'middle '

65 color = 'black '

66 fontSize = { 0.02} >

67 { text }

68 </Text >

69 </Movable >;

70 }

Listing 4: The Sticky Note Counter element for 3D space.
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