VRIA - A Framework for Immersive Analytics on the Web
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ABSTRACT
UPDATED—March 8, 2019. We report on the design, implementation and evaluation of VRIA, a framework for building immersive analytics (IA) solutions in Web-based Virtual Reality (VR), built upon WebVR, A-Frame, React and D3. The recent emergence of affordable VR interfaces have reignited the interest of researchers and developers in exploring new, immersive ways to visualize data. In particular, the use of open-standards web-based technologies for implementing VR in a browser facilitates the ubiquitous and platform-independent adoption of IA systems. Moreover, such technologies work in synergy with established visualization libraries, through the HTML document object model (DOM). We discuss high-level features of VRIA and present a preliminary user experience evaluation of one of our use cases.
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INTRODUCTION
Immersive Analytics (IA) is an emerging research theme, which explores visual mechanisms for data exploration and analysis, away from desktop computers and Window-Icon-Mouse-Pointer (WIMP) interfaces [4]. In this research theme, Virtual Reality (VR) has a prominent place as one of the most popular paradigms for beyond-the-desktop interaction. Motivated by the recent emergence of affordable, commercially available head-mounted-displays (HMDs), such as the HTC Vive and Oculus Rift, we investigate the design and implementation of tools that will enable the visualization community to explore whether, and how, data visualization can be enhanced by the use of VR.

We present work-in-progress on our IA framework, <VRIA>, which facilitates the development of IA solutions for the web, and is built upon WebVR, A-Frame and React. We are particularly interested in using open-standards Web-based technologies, as we believe that the Web is the most ubiquitous, collaborative and platform-independent way to build and share information [9]. Moreover, such open-standards technologies work in synergy with established visualization libraries (e.g., D3.js), through the HTML document object model (DOM).

BACKGROUND
The importance of standardization as an interoperability enabler in the development of VR systems has been highlighted [2]. Yet, for VR-based Immersive Analytics in particular, few efforts focus on open-standard Web technologies, e.g. [3]. Of particular interest to our work is the Web-based visualization library, Stardust [7], which has a focus on graphical, GPU-driven performance and shares a number of similarities with our work (declarative grammar, web-technologies, WebVR support). However, its main goal is to achieve significant performance improvements for GPU-based rendering of either 2D or 3D content. Our work, however, focuses on providing a flexible and extensible framework for building VR spaces for IA solutions, accessible on the Web, that nonetheless support a variety of interface devices. Another recent effort using web-standards is VR-Viz [10] which, although it offers a large number of 3D depictions, interactions are (seemingly) limited to hovering. Other frameworks and prototyping tools for IA include DXR [12] and ImAxes [5], The former shares a similar philosophy to <VRIA>, in terms of prototyping visualizations for both VR and AR but is built around the game engine Unity. ImAxes [5], also built for Unity, is intended for exploring multivariate data using virtual axes that can be arranged and combined in virtual space.

THE <VRIA> FRAMEWORK
Following our prior investigations [2, 3], we were motivated to devise a framework that would allow anyone to create interactive spaces depicting immersive WebVR data visualizations. <VRIA> includes methods for rapid prototyping with simple configuration files, as well as an API that facilitates the
creation of bespoke visualizations and interactions. By accommodating both of these approaches, <VRIA> is suitable for both seasoned programmers and users with little programming experience.

<VRIA> is written in React, a JavaScript library for building user interfaces; Redux, a state container for JavaScript applications; A-Frame, a framework for building WebVR experiences and D3 for data transformations. The exact structure and implementation of the high-level DOM architecture of an application that makes use of <VRIA> is up to the user. There is also no requirement for the whole application to be written in React. <VRIA> can be integrated into existing applications, with the only requirement being that the overarching application makes use of A-Frame scenes.

<VRIA> provides a simple method of mapping a dataset into WebVR-ready 3D visualizations, coupled with a set of appropriate interfaces (controls), through a declarative format described with JSON (Fig 3a). This forms a visualization configuration that our framework can interpret, and allows users to create different depictions through setting parameters, properties and constraints tailored to each visualization type. In its most basic form, a visualization configuration consists of a dataset, a set of encoding channels and data fields, akin to Vega-Lite [11]. This can either be packaged up as a JSON file or as a JavaScript module. If extra functionality is required, such as a custom set of interactions or a bespoke visualization type, then these can be created with A-Frame and <VRIA>’s API.

The top level node in the example application depicted in Figure 4 is a React component (<App>), which contains an A-Frame scene component (<Scene>). The scene component can contain any other A-Frame components that a user desires. <VRIA> provides a React component called VRIA (<VRIA>) which must be placed within the scene element and should be passed a visualization configuration file (<config>). Everything that this component generates is mandated by the configuration file that is passed to it. The store (<Redux Store>), is implemented with Redux and contains the application state. It is connected to visualization and control components (<Controls>). These components map data to React components (<BarGraph3D>, <Axes>, <Bars>, <Base>, <Filters>, <Series>, <Selections>), which depict the visualization and all user interfaces with A-Frame (and ThreeJS that underlines it). They also respond to user interaction and report these actions back to the store, which then updates the visualization.

<VRIA> currently supports tabular data inputs formatted as JSON or CSV. Data sets may contain any number of fields and records. Supported visualization types currently include 3D bar charts and multivariate scatter plots (Figure 2) with more abstract data visualization types planned. Each visualization has its own set of possible interactions that can be selectively enabled or disabled in the visualization configuration.

Visualization and control components are written using A-Frame. The framework’s API is used to map controls to data transformations, which are then reflected in the visualization. The exact nature of the data transformations and desired interactions are left to the user; the framework then connects everything together. Data transformations for new visualizations can be achieved with existing libraries such as D3.js, or can be written from scratch.
EVALUATION

We conducted a user study to evaluate a use-case scenario, produced with the current version of <VRIA>, in terms of usability, user experience and the presence of any simulator sickness symptoms. By evaluating our framework at this intermediate stage we aimed to inform design decisions going forward, both in terms of designing the framework API, as well as providing guidelines to the users, for creating more usable visualizations. We collected data using the Simulator Sickness Questionnaire (SSQ) methodology [6], the System Usability Scale (SUS) survey [1], timings of task completion and post-experiment open-ended questions. We recruited a convenience sample of 30 participants, between 18 and 65 years of age, 24 identifying as male and 6 female. 24 had prior experience with VR, whereas 6 (3 male and 3 female) had not used any VR technology before. All participants reported they had good or corrected eyesight. The evaluation was conducted using a Windows 10 PC (Intel i7, 32GB RAM, Nvidia GTX980 Ti). The web applications were displayed using the Mozilla Firefox Quantum browser.

To reduce the effect that the type of visualization has in the overall user experience we selected an analytical task that uses 3D bar charts, and builds upon our previous work [2, 3, 8]. Bar charts are easy for non-experts to understand, familiar and therefore simpler to comprehend, compared to, say, a node-link diagram. Our intention was to reduce the effect of the complexity of the visualization in the overall user experience. The test applications used UK energy consumption data between 1997 and 2016.

We used three test conditions:

1. **Condition 1**: WebVR with a <VRIA> application, interacting with the data via an Oculus Rift HMD and Oculus Touch controllers.
2. **Condition 2**: WebVR with a <VRIA> application but instead viewed on a 2D PC monitor with mouse interactions.
3. **Condition 3**: A non-immersive 2D visualization rendered on a 2D PC monitor with mouse interactions.

Each participant completed the experiment using all three test conditions with the order being randomized. Test conditions 1 and 2, used a 3D bar chart and condition 3, used a layered bar chart, to display the data from four different consumer sectors on a year by year basis. In each test condition, the participants were provided with six multiple-choice questions on the dataset. Users were able to filter the data and make selections, presenting users with basic statistics about their chosen data range. For the participants in VR, the questions were displayed in the application (see Fig. 5a).

Results and early insights

On average the participants reported, in the SSQ [6], none to slight levels of nausea, oculomotor issues and disorientation, with only one participant reporting slight levels of oculomotor issues after the use of Condition 1.
the experiment. In terms of the usability assessment, the average SUS score for the 3D HMD task was 77.75 (SD=12.7), indicating ‘good’ usability (see Figure 7). Scores ranged from a minimum of 45 to a maximum of 95. Likewise, we collected SUS scores for the other two set-ups, for comparison and completions. The 2D desktop set-up was deemed good at 82.08 (SD=12.72), and the 3D desktop set up was deemed poor at 63.08 (SD=17.82) (see Fig. 7).

Completion times and accuracy data (a mark out of six per set of questions) for each test condition were run through a repeated measures ANOVA within-between interactions using a Bonferroni post-hoc statistical test. The difference in accuracy between the different test conditions showed no statistical significance, largely due to there only being a total of eight mistakes made across the entire sample, by seven participants. Three mistakes were made in the HMD-based test condition, three in the 3D desktop test condition, and two in the 2D desktop test condition. There was however statistical significance in completion times between the HMD-based and 2D test conditions, and between the 3D and 2D tasks on desktop (see Fig. 8). Once outliers are omitted, the mean task completion times were 232 sec for HMD/3D, 233 sec for Desktop/3D and 161 sec for Desktop/2D.

Out of the almost 200 constructive comments, we only report on those that focus on the <VRIA> application and are relevant to the HMD-based tasks. Positive sentiments that participants used in their open-ended comments, used to describe their experience included: satisfying, fun, novel, entertaining, intuitive, enjoyable, amazing, engaging, unique and responsive. A number of participants stated that they found the HMD-based condition “more enjoyable” and “more engaging” than the other. One user remarked that they were able to “focus on the task without stopping” as they weren’t being affected by “peripheral distractions present in the real world”. Around half of all positive comments related specifically to the available interactions, stating that they felt the “controls were well tailored to the task”, that they “enjoyed using the laser pointer”, and in one case “preferred controller to mouse”. A couple of comments eluded to the bars and control elements themselves: “Bars and controls were large enough for the sensitivity of the controller”, “Very responsive, liked feedback of interactive elements”.

The single most common negative comment came from eleven people expressing that they “had to turn [their] head a lot between selections, questions and visualizations”. Other negative comments included mention of a “lack of a hover prompt on filters” and difficulty trying to read “vertically aligned text”. Usability issues raised included a mention that the pointer controller was “harder to use on distant objects”. One participant also shared that they found the task “entertaining” but that it “didn’t feel as efficient as other [tasks]”.

The most popular suggestion (made by seven participants), was the ability to “allow objects in the scene to be moved [as well as scaled] by the user”. Six comments suggested that we “move scene objects closer together to reduce the amount of head turning”. Suggestions to improve the user interface and interactions included the ability to “place the study questionnaire [and/or other UI elements] on to the hand controllers” so that a user may glance at them at wherever they’re facing in the scene.
CONCLUSIONS AND FUTURE WORK

We present <VRIA>, a framework for building VR spaces for Immersive Analytics, using open-standards Web-technologies, built using WebVR, A-Frame, React and D3. <VRIA> uses a declarative format for specifying visualizations through simple configuration files, simplifying visualization prototyping, data binding and interaction configuration. Resulting IA spaces can be experienced through a WebVR-compliant browser and a variety of VR-enabled devices. Our preliminary evaluation indicated that users found our HMD-based solution more engaging, despite taking longer on average to complete each task. In that regard, VR has the potential to create experiences that engage the users more effectively on a preliminary stage despite possible limitations, in analytical versatility.

We currently work towards more visualization types, along with their task-specific interaction mechanisms including filtering and brushing. We look to support linked views and also plan to integrate features that allow collaboration in VR space.
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